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ABSTRACT 
This paper presents a novel method to recover lost packets in 
music streaming using a synthesizer to generate percussive 
sounds.  As an improvement of the state-of-the-art system that 
uses a content-based audio codebook, the new method can greatly 
reduce the redundant information needed to recover perceptually 
critical lost packets. 

Categories and Subject Descriptors 
H5.5 [Information Interfaces and Presentation]: Sound and 
Music Computing – Signal analysis, synthesis, and processing. 

General Terms 
Algorithms, Performance, Reliability, Human Factors. 

Keywords 
Music streaming, sound synthesis, packet error recovery. 

1. INTRODUCTION 
Bandwidth efficiency and error robustness are two essential and 
conflicting requirements for streaming media content over error-
prone channels, such as wireless channels. On such unreliable 
networks, packet loss can be common and arise in many different 
forms. For instance, packets can be dropped due to congestion at 
switches or arrive with too long a delay to be useful. However, it 
is important to guarantee user-perceived quality of service (QoS) 
for media streaming applications, especially music. For this 
purpose, we need a method to recover lost packets. The method 
should generate perceptually high quality audio and use as little 
redundancy as possible to maintain bandwidth efficiency. 

There has been a great deal of work on packet loss recovery, and 
here we consider a primarily receiver-based method. With 
increasing computational resources and memory capacity, many 

 

 

 

 

 

 

 

 

receiver-based methods are becoming attractive. Based on the 
assumption that packet loss is infrequent, that packet size is small 
and that the signal is reasonably stationary for short enough 
segments, packet repetition can offer a good compromise between 
achieved quality and complexity [1]. The assumption of 
stationarity, however, is not true for streaming music, particularly 
in the neighborhood of the musical “beat”. Furthermore, the 
simple packet repetition method produces a double-drumbeat 
effect [2] when the missing packet immediately follows the beat, 
or fails to recover a beat when the missing packet is exactly on the 
beat. Listeners are much more sensitive to the errors due to packet 
repetition recovery when they occur around the beat than when 
they happen elsewhere. 

The failure of standard recovery techniques for this kind of signal 
led Wang et. al. [3] to a content-based method of error 
concealment. Recognizing the perceptual importance of the 
musical beat, they introduced a parametric vector quantization 
(PVQ) scheme as a secondary encoding of just the percussive 
sounds. This method, compared with the conventional techniques, 
provides a much higher QoS, though there are still certain 
limitations. First, the content-based codebook used for recovery, 
which is sent to receiver in a “header” segment prior to streaming 
the audio data, may be too large in application. In addition, each 
codebook entry represents a whole class of transient events in a 
stream and the resulting approximations may simply not be good 
enough for some kinds of music. 

In this paper, we present a novel method that uses a synthesizer to 
generate percussive sounds to reconstruct the lost packets. Instead 
of a PVQ codebook, which provides audio segments to recover 
lost packets, a codebook of parameters r is used to control the 
resynthesis of the percussive used for error recovery. The 
synthesized transients, together with a standard recovery method 
for non-transient sounds, reconstruct all lost packets. As we will 
see later, the method can maintain the perceptual audio quality 
improvements of other transient recovery methods, while greatly 
reducing the redundancy information needed to reconstruct 
perceptually critical music segments. Furthermore, the model-
based approach also scales well with transmission and device 
capabilities. It could be used, for example, in real time 
regeneration without significant changes to the system design. 

2. SYNTHESIS AND MODELING 
For our purposes, a synthesizer is a library of general-purpose 
code with methods for generating and transforming sound 
algorithmically without necessarily using any recorded 

Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
MM’03, November 2-8, 2003, Berkeley, California, USA. 
Copyright 2003 ACM 1-58113-722-2/03/0011…$5.00. 

335



information. A sound model is an algorithm for generating a 
specific class of sounds (using a synthesizer) under the control of 
a sound-specific set of parameters. 

2.1 The Nature of the Modeling Task 
In this paper, our focus is on perceived quality of a musical 
stream, not on objective signal modeling or even perceptual signal 
matching. We focus on percussive sounds in a single frame, 
whose length is very short. Suppose the duration of the frame is 
2048 PCM samples and the sampling frequency is 44.1KHz, the 
length of one frame is about 46ms. We need to generate sounds 
that are perceptually similar to these short percussive sounds 
when placed in the original musical context. 

Using as few as four representative percussive audio vectors to 
reconstruct all lost transient packets in a piece of popular music, 
Wang et al. [3] found that listeners showed an overwhelming 
preference for their reconstructions over reconstructions based on 
packet repetition.  This suggests that a very approximate sound 
model matching only a few critical features of the target sounds 
can be effective at significantly enhancing the perceived quality.  
The implication is that the sound models need not be 
indistinguishable from the target audio vectors derived using 
Wang’s method to match their ability to improve perceived 
quality of service.  This allows us to make our sound models 
simple with light computational demands and controlled by just a 
few parameters. 

There is a long history of musical instrument, and in particular, 
percussion sound modeling (e.g. Karplus and Strong, [4]). Our 
modeling task is somewhat different since, while our target 
sounds are percussive, they seldom consist of a single instrument. 
The musical signal is generally made up of many simultaneously 
sounding instruments, some noisy, others pitched. 

On the other hand, the target sounds are characterizable to such an 
extent that a general purpose audio coding scheme is not required 
– a single synthesis model “committed” to the characterizable 
class of sounds with only a small number of controllable 
dimensions is feasible. This is exactly what allows us to achieve 
the significant reduction in bandwidth required by this method. 

2.2 Transmission Strategies 
Suppose we need to transfer a piece of music containing 
percussion sound from server to client, there are several issues we 
need to consider: 

1. The analysis of the music, including detecting and encoding 
percussive sound, will be done on the server side prior to 
transmission. Real-time analysis and resynthesis on mobile 
devices is currently impractical given computational resources. 
2. To recreate percussive sound, we need a synthesis model on the 
client side. One alternative would be to create a percussive model 
for each piece of music and transfer the model to client side 
before music streaming. Another possibility would be to assume a 
single more general model on the client side that can generate 
percussive sounds for any piece.  The former way may generate 
better quality sound but would require more bandwidth. It is also 
more difficult to generate a model automatically than it is to 
parameterize one. 
3. What is the optimal degree of data reduction via vector 
quantization to perform to create the transients codebook? Wang 

et al. [3] found four vectors to be adequate for a substantial 
increase in perceived quality. If the codebook entries are small 
enough, there would be less pressure to sacrifice quality with such 
a drastic reduction in the number of entries. 
4. The client side resynthesis of the audio codebook could be 
done either prior to streaming, or in real-time on an as-needed 
basis. If the computation ability on the client side cannot support 
real time calculation, a pre-stored replacement vector buffer is 
necessary for recovering lost packets. 
Different considerations of the above issues generate different 
transfer strategies. 

3. SYSTEM FRAMEWORK 
The minimum assumption we need to make for our method to 
work is that there is a synthesizer on the client side. Given this 
synthesizer, the specific model can be very small and either exist 
on the client, or be sent on a per-song basis without being a 
significant factor in the bandwidth requirement.  
There are five basic steps in the framework: detect percussive 
sounds; select codebook vectors; extract resynthesis parameters; 
synthesize percussion sounds; reconstruct the lost packet. 
Percussive detection, codebook selection and feature extraction 
are done on sever side; synthesis and reconstruction are done on 
the receiver device. 

3.1 Transient Detection, Codebook Selection 
The first two steps, detecting percussive sounds and selecting 
codebook vectors, are done exactly the same as in Wang et al. [3]. 
The process is illustrated in Figure 1.   Percussive events are 
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detected by looking for sudden increases in intensity across 
several subbands.  After the transient segments are extracted, they 
are clustered according to a set of perceptual features, and a single 
vector from the center of each cluster is chosen as a representative 
for the codebook.  In Wang et al. [3], the codebook and indices 
make up a “header” segment to the audio file that is sent prior to 
streaming audio. Since the audio vectors in the codebook 
dominate the size of the header segment, our focus in this paper is 
on reducing the size of the codebook. 

3.2 Parametric Representation 
To reduce the size of the audio vector codebook, we use a 
generative model of the audio vector with a small number of 
parameters used to control the model in resynthesizing the vector 
on the client. 

Currently we use a single percussive sound synthesis model for all 
audio vectors. The task of the analysis/synthesis system is to 
minimize the perceptual difference between the original and the 
resynthesized audio (Figure 2). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

We model the transient audio vectors as a signal containing a mix 
of noise and periodic information with a single broad spectral 
shape. The only time-varying component of the model is the 
amplitude attack and decay. The analysis is done in the following 
steps: 

1. Extract the contour of the percussive event (Figure 3). We find 

 
Figure 3. Event Contour 

 

 
the maximum point of the signal and use this point as the vertex 
of the contour triangle. The duration of the codebook vectors is 
fixed and currently 2304 PCM samples. We also keep the total 
energy of the percussive sound as a parameter for resynthesis. 

2.  Next we model the overall spectral shape of the vector using 
standard Linear Predictive (LPC) analysis. Here we set the 
number of coefficients to 12 to capture only the coarse spectral 
structure. With the residual error signal from the LPC analysis, it 
would be possible to exactly regenerate the original signal. 

3.  Next we model the residual (Figure 4) as a pitched signal plus 
white noise.  We derive a pitch estimate by taking an 
autocorrelation of the FFT-derived power spectrum. We take the 
pitch to be that of the maximal peak of the autocorrelation in the 
range of 100-500 Hz. We use the ratio of the peak to total power 
in the spectrum as a measure “pitch salience”, similar to 
Slaney[5]. 

 
Figure 4. Residual of the LPC process 

 
By this procedure, we have converted the audio vector codebook 
to a set of parameters, one set for each original audio vector.  The 
number of parameters used in this method is 16: 12 LPC 
coefficients, amplitude peak time, total energy of the percussive 
sound, pitch and pitch salience. 

3.3 Transmission of Parameter Codebook 
The parameter codebook, together with the indices of transient 
packets, are sent in a header segment before the streaming of 
audio packets begins. The header is sent using a reliable 
transmission method. 

3.4 Resynthesis 
When the client receives the parameter sets in the header segment 
of the song data, it regenerates the percussive audio vector 
codebook. 

The synthesis process has following steps: First, synthesize the 
residual. We use white noise as the source and apply a comb filter 
with a delay corresponding to the pitch. The pitch salience 
parameter is used to determine the filter weights – the relative 
balance between the delay tap and white noise.  The pitch 
parameter is then used to amplitude modulate the noisy signal 
with a sharp attack and exponential decay at the pitch period, 
while the pitch salience parameter is used to control the decay rate 
- a longer decay rate makes the amplitude modulation less 
pronounced and the signal less pitched. Next, we recover the 
course spectral shape using the LPC-derived filter. Finally, we 
generate the temporal amplitude contour from the peak time and 
level and apply the contour to the regenerated signal. Then we 
normalize the regenerated signal so that it has the same energy as 
the original percussive sound. 
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The exact methods of analysis and synthesis are not important as 
long as the key perceptual characteristics (pitch, noisiness, 
spectral shape, signal energy and amplitude envelope) are similar 
to the original. 

3.5 Lost Packet Recovery 
With the reconstructed audio vector codebook, the packet loss 
recovery process can proceed exactly as in [3]. When a packet is 
detected as lost, if it comes from a segment labeled as transient, it 
is replaced using one of the codebook entries (Figure 5). 

 

 

 

 

 

 

 

 

 

 

If there is no transient in the lost packet, standard methods using 
neighboring frames are used to do the recovery work. 

4. EVALUATION 
The analysis/synthesis method can greatly reduce the codebook 
data needed to recover the lost transients. For example, consider a 
16 item codebook where the duration of each entry represents 
2048 PCM samples. Using audio vectors as in [3], we need 64K 
bytes of redundancy data. Using a codebook of 16 synthesis 
parameters for each entry as described herein, the total codebook 
size in the head packet is only 2*16*16 = 512 bytes, a reduction 
of two orders of magnitude.  

Heard in isolation, the resynthesized codebook vectors sound 
similar, but do not sound identical to the original codebook 
methods, and since the synthesis parameters are derived from the 
original codebook vectors, we can’t expect the synthetic method 
to be a perceptual improvement. However, because the original 
method uses only a relatively small number of audio vectors to 
represent all transients in the music anyway, the difference 
between the synthetic and original vectors does not generally lead 
to a significant difference in the perceived quality in the context 
of the music. Both methods address the perceptual sensitivity to 
beats that has not been addressed by other recovery methods. 

Sound examples for comparison can be found at 
www.zwhome.org/~lonce/Publications/ACM2003.html.  The 
examples include the original song excerpt with missing packets, 
and their recreations using the simple repetition method, the PVQ 
method and the parametric method. To get better results, we can 
increase the vector number of the codebook, or even build one 
parameter vector for each transient in the music, without being a 
burden of transmission bandwidth. 

5. FUTURE WORKS 
We have shown how the current state-of-the-art content based 
audio codebook method of packet loss recovery can be vastly 
improved in bandwidth requirements using synthetic modeling 
and synthesis without sacrificing perceived QoS. Future work will 
focus on quality enhancements. 

The modeling and resynthesis approach scales up nicely. Given 
the existence of a synthesizer on the client, models (code that calls 
synthesizer library functions) are small. Two kilobytes is typical, 
smaller than the size of a single 46 ms audio packet. This means 
that several very different models for classes of sounds (different 
algorithms, different parameterizations) could be used for a wider 
variety of sounds than just percussive transients. 

One class of error in the current method occurs when the lost 
packet has a clear pitch, and there are no codebook entries with 
matching pitch due to quantization step. To provide a good match 
across a range of pitches, many more codebook entries would be 
necessary, or vector quantization could be done away with all 
together and a parameter set for each transient could be sent in the 
header.  This would solve the pitch mismatches and still use less 
header bandwidth compared to the audio vector codebook with 
only a couple of entries. The analysis/resynthesis system affords 
good flexibility for addressing both quality and bandwidth issues. 

If the client computational resources were adequate, synthesis 
parameters for each transient segment could be sent in the packet 
previous to the transient and used to resynthesize a lost packet in 
real time.  The header segment would need only consist of 
transient packet identifiers (no codebook data would be necessary 
at all). Some current phones, assuming computational equivalence 
to a 40 MHz PC, can already run our simple synthesis algorithms 
in approximately real time. 

The use of synthetic sound offers a combination of extremely low 
bandwidth requirements and real-time flexibility.  It provides 
many options for managing computational and 
bandwidth/memory constraints and we expect it to be useful in a 
growing number of device and application contexts. 
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